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Example: Bias In logistic regressio

Consider a model containing only intercept, negressors
| | QUK p) T 8
With ¢ observations Qevents the ML estimatoroff isgivenby:
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Firth type penalization

In exponential family models with canonical parametrization the
Firth-type penalized likelihoods given by
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where @ ) is the Fisher information matrix and] ) is the
likelihood.

Firth-type penalization

A removes the firstorder biasof the ML-estimates of h

A isbias-preventiverather than corrective,

A is available irBoftwareLJr O1 F 3S&a &dzOK | a {



Firth type penalization

In exponential family models with canonical parametrization the
Firth-type penalized likelihoods givi Jeffrey’s invariant prior
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where @ ) is the Fisher information matrix and] ) is the
likelihood.

Firth-type penalization

A removes the firstorder biasof the ML-estimates of h

A isbias-preventiverather than corrective,

A is available irBoftwareLJr O1 F 3S&a &dzOK | a {



Firth type logistic regression

In logistic regressionthe penalized likelihood is given by
0C¢) 0F)AADw® 7, with
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A Firth-type estimates always exist.
E W is maximised at -,i.e.af T thus
A predictions are usually pulled toward$

A coefficients towards zero




Firth type logistic regression (FL)

Forlogisticregression with one binamegressor
C A Niia& @#gection amounts to addimyc to eachcell:
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FLAC

Split the augmented data into the original and pseudo data:

augmented original pseudo
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DefineHRrth type Logistic regression witdditional Covariate
as the stratified analysis of the original and pseudo data:
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av. pred. prob. 1@t 1 observed proportion of events!




FLAC

In the generalcase(idea):

One can show, that Firttype penalization is equivalent to ML
estimation of augmented data.

FLAC estimates can be obtained by the following steps:

1) Defineanindicatorvariablediscriminatingoetweenoriginaland
pseudodata.

2) ApplyML onthe augmenteddataincludingthe indicator

J unbiased pred. probabilities



FLIC

Hrth type Logistic regression withnterceptCorrection:

Modify the intercept in Firtitype estimates such that the average
pred. prob. becomes equal to the observed proportion of events

J unbiased pred. probabilities
effect estimates are the same as in Firth type logistic regressi



Other methods for accurate pred.

In our simulation study, we comparedFLIC
and FLAQo the following methods

A weakened Firttype penalization, with (WF)
00 ) 0F)AADw® ht pich

A ridgeregression, (RR)

A penalizationby log-F(1,1)priors, (LF)

A penalizationby Cauchypriorswith scale (CP)

parameter2.5.



log-F(1,1) priors (LF)

Penalizindby log-F(1,1)prior givesO(f )* 0¢ )tb 8

This amounts to the following modification of the data set:
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We follow Greenland anilansournia 2015:
A no penalization of the intercept,
A no scaling of variables.




Cauchy priors (CP)

Cauchypriors(scale=2.5)haveheaviertailsthanlog-F(1,1)priors:
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We followGelmanet al., 2008:
A all variables areentered
A binary variables are coded to have a range of 1,
A all other variables are scaled to have standard deviation 0.
A the intercept is penalized by Cauchy(0,10).

This i1s implemented in the functidrayesgim in the Rpackagearm.



Revisiting the toy example
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Simulation study: the saip

We investigatedthe performanceof FLIGind FLAC,
simulating1000data setsfor 45 scenarioswith:
A 500, 100r 14000bservations
A eventratesof 1%, 2%, 5%r 10%
A 10 covariableg6 cat., 4cont.),
seeBinder et al., 2011
A none, moderateand Strongeffects 03]
of positiveand mixedsigns D \o3

Main evaluation criteria: / \ / > \®
bias and RMSE of K

| predictions and 03
i effect estimates 0'5
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Average predicted probability

For the scenarios with small effect size:

N method rel.bias re. RMSE
exp. event rate exp. event rate

0.01 0.02 005 0.1 0.01 0.02 005 0.1

500 WEF 3.7 1.6 3.8 1.6
FL 182 7.8 18.7 79

CP 0.2 0.1 0.2 0.1

1400 WF 3.7 1.3 0.6 3.8 1.3 0.6
FL 18.5 6.6 2.8 19.0 6.7 2.8

CP 0.2 0.1 0.0 0.3 0.1 0.0

3000 WF 3.6 1.7 0.6 0.3 3.7 1.7 0.6 0.3
HL 7.9 8.6 3.1 1.3 18.3 8.6 3.1 1.3

CP 0.3 0.1 0.0 0.0 0.3 0.1 0.0 0.0

All other methods (ML, FLIC, FLAC, LF and RR) yield average
pred. prob. equal to the proportion of events.



Average predicted probability

For the scenarios with coefficients of mixed signs and small
effect size:

N method rel.bias re. RMSE
E}{p. event rate E}{p. event rate

001 002 005 01 001 002 005 01

500 WF 37 | 1.6 38 |16

FL 182 | 7.8 187 |79

CP 02 | o.1 02 |o.1

1400 ‘;"E 13;5 é Next, we have a closer! ; ‘2};
CP 02 ot 221 U U K?}.la ot O <

3000 WF 36 17 06 03 37 17 06 03

FL 179 86 31 13 183 86 31 13

CP 03 01 00 00 03 01 00 00

All other methods (ML, FLIC, FLAC, LF and RR) yield average
pred. prob. equal to the proportion of events.



Predictions by true lin. pred.

sample size=500, prop. of events= 5%, small effect size
meth. (RMSE x 10000

scaled bias of pred.
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scaled bias of pred.

Predictions by true lin. pred.

sample size=500, prop. of events= 5%, small effect size
meth. (RMSE x 10000),.
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scaled bias of pred.

Predictions

sample size=500, prop.
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by true lin. pred.

of events= 5%, small effect size
meth. (RMSE x 10000
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scaled bias of pred.

Predictions by true lin. pred.

sample size=500, prop.

true linear predictor

of events= 5%, small effect size
meth. (RMSE x 10000
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Predictions by true lin. pred.

sample size=500, prop. of events= 5%, small effect size
meth. (RMSE x 10000)



