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Study on rare events in logistic regression,  

compared 10 different model estimation methods 

Real data example: arterial closure devices in minimally invasive 

cardiac surgery  
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Simulations: all 10 model estimation methods similar with respect to 

discrimination ability (c statistic) 

In the real data example leave-one-out crossvalidation (LOO CV) gave:  
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Simulations: all 10 model estimation methods similar with respect to 

discrimination ability (c statistic) 

In the real data example leave-one-out crossvalidation (LOO CV) gave:  

 

 

 

just a matter of 

sampling variability? 
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Simulations: all 10 model estimation methods similar with respect to 

discrimination ability (c statistic) 

Using the .632+ bootstrap gives different results:  
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C statistic: proportion of pairs with opposite outcomes, which are 

ranked correctly by the model (equal to AUC of ROC curves) 

 

 

     c statistic of 
8

4∗3
= 0.667  

      

     The c-statistic does not have 

     to be ≥0.5! 
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C statistics with 5-fold CV:  

 

 

 

 

 

 

 

‘training’ data 

‘test’ data 
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C statistics with 5-fold CV:  

 

 

 

 

 

 

With LOO CV:  only one observation per fold,  

 calculate pred. probability on test data, 

 calculate the c statistic for the pooled pred. 

probabilities. 

 

‘training’ data 

‘test’ data 
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20 observations of one explanatory variable (N(0,1)),  

independent outcome with 5 events. 
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20 observations of one explanatory variable (N(0,1)),  

independent outcome with 5 events. 
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Algorithm: 

• Each pair of observations with opposite outcomes is used as 

test data once. 

• Calculate the proportion of pairs, where the ranking is correct.  

(Airola et al., 2011) 

 

• tailored for the estimation of c statistics, 

• high computational burden: (#events * #non-events) models to fit, 

• not depending on random sampling.  
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Enhanced bootstrap (Harrell, 2001):  

1. Fit the model on bootstrap sample.  

2. Calculate the c statistic using the 

model from 1. in the bootstrap 

sample and the original data.  

3. The difference is the estimated 

“optimism”. 

4. Subtract the optimism averaged 

over multiple bootstrap samples 

from the apparent estimator.  

 
original data 

bootstrap samples 
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.632+ bootstrap (Efron, 1997):  

• weighted average of the apparent c statistic and c statistic 

calculated from the omitted observations of the bootstrap 

sample, 

• puts less weight on the apparent c statistic than the .632 

bootstrap. 
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v1 

v2 
v3 

v5 v4 

-0.6 

0.5 

-0.2 
-0.4 

continuous 

categorical  

We evaluated the performance of the resampling methods, 

simulating 1000 data sets for 12 scenarios with: 

• 50 or 100 observations, 

• event rates of 0.25 or 0.5, 

• 5 covariables (2 cat., 3 cont.),  

see Binder et al., 2011, 

• none, moderate and strong effects. 

 

Main evaluation criteria: 

mean difference and root mean squared difference to true value 
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We consider the following resampling methods 

• 5-fold CV, 

• LOO, 

• LPO, 

•  enhanced bootstrap, 

• .632+ bootstrap,  

in combination with the following model estimation methods 

• ML,  

• Firth‘s penalization,  

• ridge regression with AIC as tuning criterion.  
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Median (IQR) difference to the true c statistic 

N=50, event rate=0.25, no effect  
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Median (IQR) difference to the true c statistic  

N=50, event rate=0.25, small effect  
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Median (IQR) difference to the true c statistic  

N=50, event rate=0.25, large effect  
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• problem of non-estimability in subsamples: most frequent with 

bootstrap and 5-fold CV, 

• different problems with estimation of the discrimination slope. 

 

 

 

• LOO CV underestimates the c statistic, 

• the bias in LOO CV is larger for methods with small variance, 

• .632+ bootstrap, LPO CV and 5-fold CV were most accurate.  

 

 

Conclusion 
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